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Summary

This paper presents a shrinkage estimator based on minimum mean square error
estimator of average life of exponential distribution in type II censored data. A
preliminary test is used to decide whether to use a one or two parameter exponential .
distribution in the given case. The bias and mean square error of the estimator thus

obtained are discussed.
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Introductwn

In life testing an experiment is performed with n items. Since the items are - -
costly, we cannot wait till all the items in the sample fail. Therefore, the process
” will be terminated when r items, at time ty, ty,...,%; fail. The r observed times occur
'in order of magnitude forming a set of order static from the parent population. In _
this process life times will then be known exactly only for those items that fail by
time t,.

: Let 8 be the MLE of 0, the average life. A modified estimator ) c of 8 is
- obtained by multiplying 8 by some constant Ci.. GC ch , where C is chosen
*_such that MSE of GC is minimum. In this case, 9c is called the minimum mean

square error (MMSE) estimator of 0. Let 8, be the prior value of 6. Thompson [8]

proposed a technique of estimation by shrinking BC towards 0, in estimation space. - -

The new estimator obtained by using Gc called the shirnkage estlmator 1s better

than the MVUE near the natural origin 6.

The shrinkage estimator of 0 is obtained by shrinking (9 - 60) towards
na.ural origin, near zero, and multiplying it by K, i.e.

8, =K@, -9, +60
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. Where0<K<1.

Generally in life testing either a one parameter or two parameter exponential -
distribution is used. The densities of these distributions are given below :

. [(B)exp(-¥8) O st<oo (Model one)
fi(M)=
0 Otherwise

and

(W) exp C(-AYp) A st<oo (Model two)
f(1)=
0 Otherwise

. Here 8 is average life and A is minimum guarantee.

In order to decide whether model one or model two will be most appropriate
for given problem, we perform a preliminary test of significance (PTS) for testing
the hypothesis Hy : A = 0 against the alternative hypothesis Hj:A=0. When the
null hypothesis is true we use the model ene and when alternative hypothesis is
true we use the model two.

The use of PTS was first made by Bancroft [1]. For the detailed bibliography
on PTS, see Bancroft and Han [2]. For life time distribution the use of PTS has
been made by Richards [6], Saxena and Gupta [7], Gupta and Singh [5] and

. Bhatkulikar {3]. :

Suppose that n units have been placed on test in an experiment and that r of
these have failed at times designated by t;, 5, ..., t, with no replacement of failed
items. The r observed times occur in order of magnitude forming a set of order
statistics from the parent population.

o 4
Following two statistics 6,,q and 6,,,, are unbiased estimators of the parameter
8 (average life) based on model one and model two respectively:

. 1 r
Bn=12 t+(n-Itix==3 W;/r .
i=1 = @y
and | |
A r ' 1 r
Oo={Z G-t +(n-1) (- 1;) SR =2 W/(r-1)
i=2 i=2 (1.2)
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where Wi=(n-i+1)(-t_) _
We shall use the following results due to Epstien and Sobel [4]:

When the parent population is exponentially distributed the random variable
2W,;/0 follows a chi-square distribution with two degrees of freedom for
i=23, ..., r. twasalso shown that W;’s are mutually independent. If A=O then
2nt;/0 also follows a chi- square distribution and is independent of all other Wj’s.
If A = 0 then 2n(t; — A) /0 is the random variable which has these properties.

Thus when A=O, 2r§,,n/ 8 follows chi-square distribution with 2r degrees of
freedom. When A= 0 then 2(r- 1) sm/e follows a chi- square distribution with
2r-2 degrees of freedom.

Therefore, we use the statistic to test H, :

ME-DEG-A) _nE-D@E-A)
I
E (t,—t1)+(n—r)(t,—t1) W
i=2 i=2 (1.3)

F=

which follows, under H,, a. central F distribution with 2 and 2r—2 degrees of
freedom. The null hypothesis is to be rejected ie. model two is used when

F2F (o2, 2r-2).If F<F(a;2,2r-2) we prefer to use model one.
/ ' o :

2. Mathematical Formulation

I\
Three estimators G,n s 9,_n and G, n have been studled out of which the first
two are MLE’s. The mean square errors of Gm and Om are 6*/rand 6%/(r- 1)
respectively.

We now consider the modified estimator 8, of 8 defined as follows:
0,=08.1+0,(1-1)
where 1=0 ifF<F(a,2,2r-2) (i.e. Modelone used),.
I=1if F2F(a,2,2r-2) (i.e. Model two used)
and  B,=Cb,, B.-Cb,
- rwhere Ci=t/(r+1) and Cy=(r-1)/t
CASE1:WhenI=0ie.0,=8,. The shrinkage estimator 8,, is given by

8,1 =K, 8.+ (1-Ky) 8 | @.1)
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giving E(B,)=K,C,0+(1-K,)6,

The bias in 6'5'1 expressed as a fraction of 6, called the relative bias (RB.),
s glven by

RB. (B, = (K1C1—1)+(1 Kl)(eo/e) @
and

K,C,6)? ‘ '
(—lr;) + (1-K1)* 63 + (K1 C;-1)? 6%42(K;C;-1-K3C1+K1) 6,9

MSE(@,) =
2.3)
The value of K1 which minimizes the MSE(ésl) is gfven by

05+ C,07-C10,0-10,0

Kl CZ 92

+90+C§9 2C1909

K} depends on unknown parameter 8 . An estimate of Ky may ‘be obtamed
by replacing 0 by its MLE.

CASEIl:WhenI=1ie. 0,= Sc. The shrinkage estimator 651 is given by

8= Ko 8+ (1-Kp) 0y | . : 249
- - giving- | | |
© EG)-KGe+ 1K) 6

The relatlve bias in 951 is glven by »
RBEAD=(:C-D+1-K)@®) @5

’ AlS(; l‘ ’
MSE(esl) (chze)z/(f- 1) F1-K)

| +2(1-Kp) (KeCo - 1) 800 + (KoCy - 1)2‘9z 26)

_The value of K, which mmumzes the MSE(O_S-l) is given by :
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Ko = (COY/G-1)+ 0+ 36— 2C, 0, 0

K, depends on unknown parameter 8, An estimate of K, may be obtained by
replacing 0 by its MLE.

CASE 11l : When I is neither 0 nor 1. Then 6, = C8, ,

1
{P/r-1) + (1-D7r + 1}

" Where C=

Then the shrinkage estimator 0;; is
651 = K3 0.+ (1 -K3) 6
Therefore,
E(6,;) = K3CO + (1 - K3) 6,
and the relative bias in 0 is given by
R.B. (051) = (KsC - 1) + (1 - K3) (6,/0)
(KsCI6)® [KsC(1-Do)
@-n 7«
+ (1-Ks)? 68 + (KsC-1°0 + 2(1 - Ks) (KsC = 1) 80 0

‘Also, MSE(6,) =

The value of K3 which minimizes the MSE (6;;) is given by

85+ CB% - CB, 6 -6, 0
(I’ | fc - e’
(r-1) r

This again is a function of 6. An estimator K3 is obtained by ieplacing 0 by
its MLE.

K3 =

+05+C?0%°-2C0,6

3. Relative Bias and MSE of Preliminary Test Shrinkage Estimator of MMSE
Estimator

Epstien and Sobel [4] have shown that the quantities U, U; and Us given
below are independently distributed as central chl-squarc w1th 2, 2r-2 and 2r
degrees of freedom respectively.

Where U1 =2n (tl - A)/e

03+C,02-C,0,0-6,6 ’ |
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U2—2[2(t,—t1)+(n—r>(t,—t1)}

im2

and ~ Uz= {Etﬁ(n—r)t,}x—-

i=1
The joint p.d.f. of Ul; U; and Us is given by
g(Uy, Uy, Us) = 2" TeT(r - 1) }'l exp {~(12) (le +U+ Us) U2 UG
Using the following transformations
F=AU/(VU,), Uy=U, and Us=U;
where A=12and V=1/{2 (r-1) }.
The joint destiny of F, U2 and U3 is given by

8i(F, Uz, Us) = 2 (00 exp|~(FVU, + AU, + AU | U5 U5

Allowing a prelmunary test to determine the modet to be used, it is necessary
to compute E(Gsl) and E(6)°

ee11= slI+(1-I)esl
Consider first

E(0,;) = 1~:.(és_1 | F<F,)Pr(F <F,) +E(,; | F>F,) Pr(F>F,)

=E1 +E2 . ' ) .. (3.1)
L ® Fu “
where Ey=[ [ [ 8¢ (F U, Us)dF.dU,dUs
: Ug0 Up0 Fe0 _ (3.2
-] ® -] ﬂ
and  Ey= [ [ 6,8 (F, Uy Us) dF.dU,dU; _
' U,-o U0 F-F, ’ . (3.3) ’

Putting the value of 681 and 951 from equatlons (2.1) and (24)in (3 2) and
(3.3), makmg suitable transformations and s:mpllfymg the mtegml we finally get

from (3.1) :

CE@n)={l-(+ VE,/A)'"1 }Ks c1 8+ (1-K,)0y)
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+(1+ VF./A)"[K; G, 0 +(1-K)8 (1 + VFo/A)| . (3.4)
. The bias in 05, as a fraction of q is then given by
RB. 0) = { {1 -(1+VF/A)™ } {KiC; 0+ (1 =Kq) 6o }

1
0-1

(-5

To calculate the mean square error of 6, we first calculate E (651)* . Using
calculus, we get :

+(1+VFa/A)" {KoC2 0 + (1-K3 )8 (1 + VEo/A) } }

MSE (8,,)= [1-(1+VE/A)™) {Kici 0% (r+1)/4 + (1-K;)%65 + 2K, C; (1-K4) 6, e}
+ (14VE, )™ {K§ COe-1) + (1 -~ K2)05 (1 + VF#/4)? 2(1 - K5) K,C,8p e(1+VF°/A)}

-0[2{1- (1+VE/5) ™ | [K1C10 +(1-K1)8o } F2ALVEL/R) ™ [K,C, 6 + (1-K5)8p (14VE /) ] -

. (3.6)
d4.Mathematical Results

Some results are given in the form of theorems regarding to the behaviour of
bias and mean square érror of the preliminary test modified shrinkage estimator

esl

Theorem 4.1 : For given value of 1 and n the b1as in 0, will be always minimum
algebrically for

10K,C; - (1 - 1) (K4C,0 - K46, + K560)
(K1C10 - Ky + KoBp) @4.1)

F, =

Proof: From equation (3.4), bias in () is given by
Bias (8,1) = {1~ (1 + VE/a)™ }{K/C18 +(1 - Ky) 6}
+ (1+VEo/a)" [qu 8-+ (1-Ky) B (1+VEo/A)} -0 - (4.2)

leferentlatmg equation (4.2) w1th respect to F, and equatmg it to zero, we
get two values of Fg. The first value is (-A/V) which is negative. Since F, cannot
be negative, we consider the other value given by (4.1). Differentiating twice (4.2)

o}
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with respect to Fy and putting in it the value of F, given by (4.1), we get
° Bias (6,,)/0F% = {;chze/(r-nz} (14+VF /)2

The right hand side is positive and the theorem is proved.

Theorem 4.2 : For given value of rand nand for F, — o the b1as and mean square
error of 6, will be equal to the bias and mean square error of 9

Theorem 4.3 : For given value of rand nand F,, = 0 the bias and mean square
errorof Oy will be equal to the bias and mean square error of 951

Proof of theorem 4.2 and 4.3 are obvious from equation (3.4) and (3.6).

- 5. Discussion of Results

The bias and mean square error of the preliminary test modified shrinkage
estimator 6;; are function of r, 80% and level of significance of preliminary test a.
For a given experiment r'is the number of observations that failed at time t3, t, . -
., t;and is prefixed. The parameter 0 is unknown. Hence the only parameter at our
disposal is o. We plan to select a suitable value of o which will minimize the bias

~ and mean square error of 641

For this purpose an empirical study has been made for two different value of
r (4,10), for different value of 804 (.5, .7, 1.1, 1.3, 1.5) and five different values of
a (0.00, 0.01, 0.05, 0253nd100)

The statistics 9, sand 6, n are the MLE s of 0. The MSE’s of these estlmators
are 62/r and 87/(r-1) The relative efficiencies of ,; with respect to 9, nand 9: aare
defined by

A . MSE®.)

RE; (85 w.r.to 8, ) = MSE(,) x100%
MSEQ, )

REj (8 w.r.to 9 o= MSE(le) x100%

The values of relative bias of §; are summarised in table 1 and these of
relative efficiency in table 2.

. From table 1, we observe that the bias decreases as r increases, as it should

" be. We also see that for 03/0 <1 the bias is minimum and almost constant for
o. < .05 and for 6¢/0 > 1 the bias is minimum at a=.25. Hence from the table of
bias we conclude that it is minimum at o=.05 when 8o/0 < 1 and at o = 0.25 when
0/0>1
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From table 2, the prehmmary test modified shnnkage estimator §;; is always
more efficient than 9,,, and 9m both. The relative efficiency is also greater than
Oc For 8,/60 < 1 the efficiency for a < .05 is greater than that for o > .05 and for
80/6 > 1 the efficiency is maximum at a= .25. We therefore recommend that

(i) forBy/0 <1, use a= .05 as the level of PTS, and

(ii) forB8y/6>1, use o= .25 as the level of PTS.

The estimator thus obtained, though biased, will be more efficient than the
MLE and modified estimator 6
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APPENDIX
Table 1 : Relative bias of preliminary test shrinkage estimator 85y of MMSE estimator.
80/0 . Level of significance of preliminary test
3 0.00 0.01 0.05 - 0.25 1.00

05 4 -0.320 -0.320 -0.321 -0.347 -0.375
10 -0.165 -0.165 -0.165 -0.177 -0.180
07 4 -0.282 -0.282 -0.282 -0.287 0.296
10 -0.196 -0.196 -0,196 -0.204 -0.208
L 4 0.064 0.064 0.064 0.059 0.060
10 0.069 0.069 0.069 0.067 0.069

13 4 0.117 0.117 0.117 0.103 0.115.
10 0.105 . 0.105 0.105 0.099 0.108
15 4 0.123 0.123 0.122 0.102 0.125
: 10 0.096 0.096 0.096 0.087 . 0.100

Table 2 : Relative efficiency of preliminary test shrinkage estimator Oy of MMSE estimator with
: respect to 8y, and ér,n

2
Note: The values of REIl, i.e., R.E. of §5; w.r.to 6:n areshown in brackets.

80/ . Level of significance of preliminary test )
0.00 0.01 0.05 0.25 1.00
05 4 156(208) 156(208) 155(207) 140(186) 133(178)
10 122(135) 122(135)- 122(135) 114(126) 111(123)
07 4 298(397) 298(397) 298(397) 288(384) 282(376)
10 172(192) 172(192) 172(192) 156(174) - 159(176)
11 4 3906(5208) | 3906(5208) | 4167(5555) | 4545(6061) | 3571(4762)
10 1250(1389) | 1250(1389) | 1250(1389) | 1429(1587) | 1429(1587)
13 4 708(944) 708(944) 731(975) 789(1051) 733(977)
10 312(347) 312(347) 312(347) 333(370) 312(347)
15 4 406(541) 406(541) 403(538) 439(586) 400(533)
10 213(236) 213(236) 213(236) 217(241) 200(222)

-



